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Abstract

In the earlier experiments in our lab, it was observed that
prediction mechanisms slows down the text entry speed of
users[1].

This project attempts to design a mechanism for text prediction
for Marathi on Swarachakra keyboard for smart phones. The

2 important hypothesized reasons which account to cognitive
load were:

Interface requires users to shift attention constantly-
Predictions are displayed in a prediction window which
generally is on top of the keyboard. If intended prediction
does not appear in the first go, user do incremental addition
of characters and look for prediction. In this he/she constantly,
shift his/her attention from keyboard to prediction window.
This visual discontinuity is one of the reason for worse
performance of current prediction systems.

Users are unable to build a conceptual of the prediction
system- Novices or Intermediate users have not built the
conceptual model of predictions of predictive system. For them,
the behaviour of the system is completely uncertain. If there is
word which a predictive system won't predict, these users still
keep looking for it. This is another potential reason for worse
performance of current predictive systems.

In this project, | designed a new predictive interface for
Swarachakra Marathi keyboard maintaining the design
continuity with keyboard. Based on the hypothesis of the long
time required for conceptual model creation of predictive
system and the still the uncertainty about the predictions,

corpus of the new predictive keyboard is thresholded to 1000 words
which covers 47.33% of Swarachakra corpus. The project is an
experiment to test whether these factors have an effect on cognitive
load and in-turn on the performance of the predictive systems for
Marathi.

The project was evaluated with Swarachakra with prediction

chakra and More corpus (Top 20,000 words which contributes

to 79.88%) and Swarachakra without prediction. A within subject
study was carried with 5 users. Questions like Will interface change
bring a difference in performance of keyboard? Will thresholding

a corpus help in fast and precise building of conceptual model

of predictive system? Will prediction help at the first place in
improving performance of the keyboard? were tried to answer in
the evaluation. Swarachakra without prediction performed the best
in all the keyboards followed by Swarachakra with less corpus.






1. Motivation

Text entry is one of the most basic thing you do on your smart
phones. With the growth smart phone penetration in India[23,24]
and with several emergent users[26] beginning to use Smart
phones, the need of Indian language text entry has increased.

A study towards standardization of virtual keyboards for
Indian languages was carried by various Indian Institute

of Technology(lITs) and other institutes. In IIT Bombay, a
longitudinal study with 153 users, new to virtual keyboards
was carried[1]. Existing 4 virtual keyboards for Marathi on
smart-phones were examined and empirically evaluated. 10
preliminary theoretical effort models were also created to
simulate the effort needed for each keyboard[1]. The results
were surprising. The keyboards that used prediction saved
efforts theoretically, but performed poorly in the empirical
evaluation.

Prediction mechanism can be considered a success only when
users are using it and are able to type faster and more accurate
than non-predictive keyboards. The important and fundamental
questions which are raised from studies are:

Why prediction methods fail? Why is it the performance of non-
predictive keyboards is better than predictive? Even for English,

it is not clear whether prediction really improves typing
performance[2,27]. Even when a keyboard is expected to perform
well by theory, why it performs worse in practice? Currently, we
are just using the Indian languages on the predictive systems
designed for English. Is using the same text prediction paradigm
of English for Indian languages a good idea?

There is lot of work happening around the globe for various
regional languages, which takes into account the morphology

of language in prediction[3]. Will considering morphology
and agglutination of the language yield better result for Indian
languages?

The three important questions which were raised are Where to
predict? What to predict? and How much to predict?

Where to predict?

Does traditional way of predicting words on top of the
keyboard deteriorate the typing performance? If the word is
predicted on the keyboard itself, user will not have to shift his
attention from keyboard where he is typing to the prediction
bar on top. Will predicting text on the keyboard itself will
improve typing performance? The project tries to explore this
question of where should a prediction mechanism predict text
for better results.

What to predict?

Most Indian languages are agglutinative. Marathi is an
agglutinative language. Agglutinative languages have a larger
vocabulary size. Lot of words are formed by suffixation.
Using this complex morphology of language for prediction
by predicting n-grams over complete word might yield better
results. The project will try to explore the opportunities of
predicting n-grams over complete words.

How much to predict?

From the expert evaluation, it was observed that, building a
conceptual model of the predictive system of which all words
will be predicted and which won't be predicted is a difficult
and requires several typing hours. In the evaluation[1], it was



observed that the users did not pick the predictions and instead
preferred typing out the word. The speculation made was the
users over the time realised the cost of picking a prediction
from prediction window over straight away typing out the word.
Is it because the corpus is large and prediction system is trying
to predict everything affecting the conceptual model making of
the users. Will reducing the prediction corpus help users make
conceptual model faster? These questions must to answered by
evaluating them with users.

The project was started with a focus to answer all these
questions. The project explored how interface of the predictive
system affects its performance. Also, to see whether predicting
less words improves the predictability of a system and improve
performance. The future work is expected to build on top of this
and consider features of Indian languages for a better predictive
system.



2. Design Process

The classical design process for this project would be to conduct
secondary research, primary research, generate insights and
design ideas,prototype and then evaluate the best ideas. Based
on the theoretical understanding of the project, evaluate ideas
heuristically and theoretically. Then to finalise upon an idea based
on the evaluation. This project did not follow this classical design
process as the starting point of the project was different.

However, some exploratory early stage design ideas were
generated for different prediction mechanisms. These ideas are
described in section [Section 5].

As observed from the studies conducted in our lab, we can say, it
is very difficult to speculate performance of a keyboard without
empirical evaluation. In earlier studies, keyboard which was
expected to perform better was proven wrong empirically.

We can generalise this to say, issues in text input especially in
case of Indian languages cannot be solved without empirical
evaluation. The text input method’s performance can only be
concluded, if it performs as expected on field.

This project started with an intent to find answers to mainly
three questions described in Section 1 which are What to
predict? Where to predict? and How much to predict?

Various design ideas were generated based on the
combinations of the above questions. The final concepts were
selected considering the academic limitations and by evaluating
it based on the earlier observations. The final set of concepts
were prototyped and evaluated with users. Also, the concepts
which were not selected were prototyped and tested against
the final concept.






3. Findings from previous studies

As discussed in the Section 1, longitudinal studies was carried

for standardization of virtual keyboards. Four keyboards namely
Swarachakra, CDAC inscript, Swift key and Sparsh were evaluated. The
evaluation gave an opportunity to look prediction issues for Marathi
text input for these keyboards.

Preliminary Effort models of these keyboards to type in a corpus
was calculated theoretically. Then the data available from empirical
longitudinal study conducted was compared with these theoretical
data.

The corpus used for the evaluation consisted of 10 training words, 20
first time usability test (FTU) words and 300 phrases for a longitudinal
evaluation (LTU). The training words were selected to represent the
typing difficulties that a user typically faces while learning to type in
Marathi. These training words were presented to the user in increasing
order of difficulty during training described below. The twenty FTU
words represent the same difficulty levels.

The LTU consists of 300 phrases, 1,421 words and 8,024 Unicode
characters. The phrases were a balance of informal conversational
phrases and formal phrases. The formal phrases were selected from
school textbooks, popular folk songs, children’s songs, classic poems,
verses from the national anthem, and well-known quotes by historical
personalities. The corpora phrase length ranged from 1 to 8 words
with an average phrase length of 4.74 words. The phrase lengths
varied from 11 to 55 Unicode characters with an average of 26.75. We
classified phrases as easy, moderate and hard.[1]

InScript and Swiftkey uses government of India standard keyboard
layout of physical keyboards. In this layout, many keys are shifted. To
access the shifted keys user can either press shift and type the key or

long press to directly type the shifted key. Flow is the gesture input
mechanism by which user can type a word by swyping.
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Fig. A. Summary of speeds in empirical findings

In Fig. A shows Average CPM for each keyboard in peak hours and
overall.

The graph shows, the keyboards without prediction are performing
better than the keyboards with prediction[1]. Swarachakra which does
not have prediction is performing best even after sufficient typing
practice, followed by InScript which also does not have prediction.
Sparsh and Swiftkey which have prediction performs worse than the
above[1].






4. Issues with prediction system

From the study, the reasons for worse performance of predictive
keyboards can be explained. During Evaluation, it was observed that
only 34-53% words were predicted by the predictive keyboards. Out

of these predicted words users picked only 25-62% of the words.
Additional cognitive load to pick the prediction from prediction window
is a reason was speculated for poor performance. We call it “cognitive
toll of prediction bar”.

Evaluation corpus
.

34-53% predicted

Predicted corpus by the
predcitive systems

25-62% of the
available were
used

Words picked by
the users from
predictions






S. Hypothesis

The hypothesis was made in regard to the poor performance of

the predictive systems. The speculation was made based on the
empirical data from evaluation and also from the expert evaluation we
underwent for standardization of virtual keyboards project.

The hypothesized reasons speculated for this poor performance were:
1. Shift of attention:

Users tend to constantly shift their attention from keyboard to
prediction window to select prediction as well as type using keyboard.
This visual discontinuity is one reason for worse performance.

2. Building conceptual model of the prediction system:

The users does not know which all words will be predicted by the
predictive system. If there is a word which will never be predicted, user
still waits for it to appear in the prediction window, which hampers the
typing performance. Once the user has the conceptual model of the
predictive system, he/she won't wait for the predictions which he is kind
of sure won't be predicted and he/she straight away type it out. This
saves user’s time and reduces cognitive load.
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6. Understanding Users

The User group for the project was studied and modelled. Users
are classified based on their acquaintance with Keyboard, their
knowledge about language and its rules and the their typing
experience. Users are broadly classified into three groups:

I. Novice Users

IIl. Intermediate Users

[ll. Expert Users

I. Novice Users

Novice users are the users who hunt and pick a character. They are
new to keyboard layout and the keyboard idea. They struggle with
language rules of Marathi like formation of conjuncts, using rafar,
etc.

Il. Intermediate Users

Intermediate users know location of frequently used characters on
keyboard. They know language rules of Marathi like formation of
conjuncts, using rafar, etc. They can type sentences accurately at
low speeds.

l1l. Expert Users

Knows and have a muscle memory of frequent characters. Knows
language rules. They can type any word without help. They don't
make mistakes at high speeds.

When prediction is available on a keyboard, this behaviour of users
get affected to some extent which is mentioned below.

I. Novice Users
These are the users which struggle with keyboard itself. Using
prediction for typing is not a behaviour expected from these users.

These users are less open to using prediction as this adds cognitive
load of using an extra interface component. This is a short lived phase.
After few typing hours, these users become intermediate users. On
the other hand, prediction might help these users as they don't know
language rules. It can increase their accuracy and articulateness.

Il. Intermediate Users

These users are active in typing as they type as well as use predictions.
They have the conceptual model of keyboard and know the language
rules and are building conceptual model of the predictive system. They
need to have keyboard knowledge and also understand rules of text
input. While using predictive system, they tend to focus more on the
predictive model of the system than the actual message. These users
are the target audience for the project.

l1l. Expert Users

After several hours of typing users become expert in typing. They type
at relatively higher speeds. These users know language rules, don't
make errors in typing at higher speed and have muscle memory of
frequent characters. The speculation from expert evaluation is, these
are the users who have built conceptual model of the keyboard and
prediction system. As, they type at relatively higher speeds, shift of
attention reduces their typing speed. They prefer typing the word
instead of using prediction.

11
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7. Background Study

To understand existing prediction mechanisms, current available
prediction mechanisms were studied. The thought behind these
explorations was to understand different prediction layouts

and mechanisms. The examples shown are mostly for English

or foreign language as not much novel work has happened for
Indian languages. This will be followed by secondary research of
the current text input mechanisms for Indian languages.

Various predictive systems are essentially trying to do three
things:

1. Word completion: Here, words are predicted when the
user is typing. User can select one of the prediction before
completing the word.

2. Word prediction: This is basically next word prediction. Here,
user has typed one word and provided that word is typed
what all are the probable next words that the user might
type are shown in the prediction window based on various
probabilistic models.

3. Auto correction: Here, after user has typed a word and if
that word does not exist in the corpus with relatively high
frequency, that word is corrected viz. replaced by a word
which the user was intending to type. The words are auto
corrected based on various probabilistic models.

Probabilistic modelling of keyboard:

Prediction mechanisms are also designed based on the
probabilistic modelling of keyboard. The modelling is on the
keyboard level. This modelling takes care of error cases while
typing, for example user pressing a key which is in proximity
to the intended key, keyboard models the entire word with the

error and either auto-corrects or predicts. This kind of modelling
happens at word level. For example, if a user wants to type a
word ‘office’, while typing he makes an error and types ‘oddice’,
but then as ‘d’ and ‘f’ are next to each other, keyboard will auto-
correct the word or predict the word ‘office’.

Smart Gestures in prediction:

Keyboards which involve smart gesture typing use shape
recognition to predict the word. Auto-correct and prediction are
very important in gesture typing as the recognition is based on
the probability. In these keyboards, the words are stored in the
form of shapes in dictionary. The gesture which a user does or
a shape which he draws is matched and the word which is most
probable is selected by the keyboard. The words which also are
probable with lower probability are displayed in the prediction
window.

Various predictive keyboards were reviewed for the project which
are shown below:

13



* Existing prediction mechanisms

The gist of prediction mechanisms are provided in
the following section

1. Most of the keyboards have 3 predictions

in the prediction bar. These keyboards show
just 3 predictions to empower user to look

at 3 distinct point for predictions rather than
scanning the entire prediction bar. These kind
of prediction bars usually have a drop down
after the predictions for more predictions. Most
of the users prefer typing the text and wait for
prediction to display upfront than to look for
more predictions.

14
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Fig. 1. Prediction Interface with 3
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Source [8]
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Fig. 2. Prediction Interface with 3
predictions
Source [9]



2. Some keyboards have multiple
predictions than a standard of 3 Sliding Keyboard
predictions in the prediction bar. This
increases the predictability of the words hi i am on my way
but increases the gaze time required to
spot the prediction.

Rl G & al 93% = 08:23
||

SRBAT

BEFLwSEA
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HEH
ey
* hoe =heme =+home =hoke - hove HEHD
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gaza Asia Anza Ana
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Fig. 3. Prediction Interface with multiple Fig. 4. Prediction Interface with

multiple

predictions predictions
Source [10] Source [11]
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3. Few keyboards show the predictions right on to the key. This helps
as the gaze time is reduced completely. Provided there is no prediction,

[+]
user have to anyway locate that character and type it. So, prediction on
the key helps in saving the gaze time. These predictions are good when Q W E R TY U O P
user has just started to type the word. The number of possibilities of for”
words are more. But, after few taps, if a single key may have multiple
predictions. This is one of the limitation of this kind of an interface. A 5 D F G H _l K L

Long words on adjacent keys cannot be predicted on these interfaces. i
Also, expert users do not look for next keys. The key positions are
stored in their muscle memory. We speculate this kind of prediction
wouldn't help much in that case.

my

Fig. 6. Prediction Interface with prediction on key
Source [13]

f ] O P

Speaki ' Blacksm Blackjack
WISER==1J0Y to you up ok
w]E U ifo]P]

ASDFGH ] K.

BlackBerry

4 Z XCVBNMG®G@

quys @ how
JIK]L

Fig. 5. Prediction Interface with prediction on key Fig. 7. Prediction Interface with prediction on key
Source [12] Source [14]
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4. Few interfaces give an option of typing in
between characters, the prediction system

predicts words which have those characters.

Previous studies have mentioned that
prediction helps articulateness of text and
spelling correction[reference], these kind of
prediction mechanism helps users achieve
them.

10:06AM e T il (B

4/27

Monday 9:44 AM

Vbyl

Skip Typing Prediction

Vby Visibility | Vocabulary | Vulnerability | vari W

v 12kE e

Fig. 8. Prediction Interface which predicts in between words
Source [15]
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* Experimental text input mechanisms for English for fast typing < il B o1:00

Few experimental text input mechanisms which claim to have faster A Edit note Q
text entry speed are presented in the section below. As by text
prediction intervention, we essentially try to improve the text entry Hello 8pen!

speed of users. This interfaces claim to increase the speed of typing by
changing text input mechanism. It is interesting to look into how design
intervention in interface improve the text input performance.

1.8 pen is a keyboard designed for touch devices. Here, user draws
shape in the form of loop. The character which he wants to input, he
draws a loop around it and the character is typed. Once, the alphabet ;
position in the quadrants is stored in muscle memory, the keyboard Save Discard
claims to improve typing speed. The learning graph of the keyboard is
slow.

Fig. 9. Interface of 8pen keyboard
Source [16]
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2. Slice Keyboard is keyboard designed for
touch devices. The idea behind the design of
the keyboard is that the user should not look at
the keyboard while typing and just focus on the
content and correct mistakes in typing.

Whenever, user touches the keyboard, the touch-
points are set as anchor points and user can tap,
drag and do gestures to type. Flicking gestures

to add space, delete text is used. User can hold
on multiple points at the same time. It is a
simultaneous multi touch keyboard.

The quick brown ﬂ

Fig. 10. Interface of Slice Keyboard
Source [17]
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3. Dasher keyboard is a keyboard which is made for devices with

a pointer. To use this keyboard for text entry, user doesn't need a
keyboard. User use a pointer device by which he can zoom to see the
letters and then select one of them. It also has an prediction feature.
Letters are pushed based on the probabilistic model for prediction.

The important advantage of this keyboard is that there are no two

different modes of typing and prediction selection. User selects text
while he is typing[25].

20
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Fig. 11. Interface of Dasher Keyboard
Source [18]



3. MessagEase keyboard is a keyboard which is made for
faster typing. It says that it improves your typing speed when
you are acquainted with keyboard[26]. In this keyboard,
there are 9 huge keys which are the most frequent used
letters, each big has 8 directions to type in. User can either
just tap and write the text. Or he can either do gestures and
draw shapes to type. He can also used both approaches.

Fig. 12. Interface of MessagEase Keyboard
Source [19]
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* Indian language text input mechanisms

For Marathi, there are several keyboards available for smart
phones on app stores. The two main categories of keyboards are
logically arranged keyboards and frequency based keyboards.
The logically arranged keyboards are the keyboards, in which
keys are arranged on the basis of logical structure of language
and script. This the way the script is taught in schools. Whereas,
frequency based keyboards are the keyboards in which the keys
are arranged on the basis of frequency of use. The keys which
are frequently used are placed on low effort positions.

These are the few keyboards mostly used by users for marathi
text entry on smart phones:

1. Sparsh is a logical keyboard. It has prediction feature in it.

It predicts the word user is currently typing. The prediction is
displayed in the prediction window which is above the keyboard.
The number of predictions are not fixed and depends on the
number of predictions the prediction window can accommodate.
It used frequency based prediction mechanism.

22

12:38 AM

‘ Send ‘

Fig. 13. Interface of Sparsh Marathi Keyboard
Source [20]



2. Swift key is another most used keyboards for Marathi. It is
also a logical keyboard. It has features like word completion
and next word predictions. User can either type or make
flow gestures to type. The prediction window is on top of the
keyboard, with three predictions. It uses n-gram prediction
mechanism.

- The prediction here is non-contextual. It does not understand
the context of the text. For example, when a user wants to type
a phrase o Il dl goft IRdY, As soon as user types 4@, the next
word which is predicted is d1dd because the frequency of Jdd
after Il is higher than frequency of @ after .

- By swiping, users are held to keyboard and are not dodging
between keyboard and prediction window till the word is
complete. This reduces the shift of attention problem, but if
the word is not predicted the effort is wasted. So, it is expected
that the user must have understanding of the words keyboard
predicts.

‘like".
Nov 14,2015,8:20 PM B

9/70

Sim1
&l qrad Fierety

JF M3 5§ I & U T 3

FE T YT DAH

¢ oS B d 94 & 4 4 ™

U % § ¥ 3 I 8 9 @

Fig. 14. Interface of Swift Key Marathi Keyboard
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3. CDAC Inscript is another most used keyboards for
Marathi. It is a partial frequency based and partial logical
keyboard. The position of the keys is decided based on

the frequency of use. It is the keyboard layout which is
standardized by Indian government for physical keyboards.
It has prediction feature in it.

As all the vowel modifiers are exposed out, most of the

consonants are hidden and can only be seen in shift mode or
after long press.

24
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Fig. 15. Interface of CDAC Gist Marathi Keyboard



4. Swarachakra is a keyboard designed by IDC, IIT Bombay.
Swarachakra Marathi was found to be the best in the
comparative studies of keyboards for Marathi in which
Swarachakra was evaluated with inScript, Swift key and Sparsh
keyboards. Swarachakra is a logical keyboard and the keys are
positioned as per the language script, the way the script is taught
in schools. It contains a pop up Ul element to display vowel
modifiers. It is a non-predictive keyboard.

When a user taps on a consonant, all vowel modifiers pop up in
the form of a chakra as shown in the adjoining figure. User then
drags his/her finger to select a vowel modifier.

SIM1

Fig. 16. Interface of Swarachakra Marathi Keyboard
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8 . Understanding Problem

The Problems involved in current predictive interfaces are: (These

are based on the observations of expert evaluation of keyboards. As
discussed earlier, these are the reasons we speculate, answers to which
we will get while evaluating the solution)

Shift of attention: User has to constantly shift his attention from
keyboard to the window where prediction is appearing. This visual
discontinuity hampers the performance of the predictive system.

But one might definitely ask why is it that prediction did not appear at
the first place? Why user has to do incremental changes and check if
the word is predicted or not. One of the potential reason for this which
we speculate is this can be due to large shadow size.

A shadow are the words which are not getting predicted because of
prediction window limit. Most of the Indian languages are agglutinative
in nature (Marathi being is subject, it is agglutinative) i.e. various words
can be formed by inflection. So, the words which get an opportunity to
be displayed in the prediction bar are not significantly high probable
than the desired word not predicted.

The above figure shows the predictions appearing when user has typed
37, the first three words are in the prediction window, whereas the
entire corpus starting with 31 except first three are in shadow.

The data from the actual corpus was analysed to see the results. Table
below shows the prediction and shadow information when a user has
typed 3.

Word Predicted

" words

Word

H
il

Shadow l

Prediction Shadow

e | 3fOr | 3Tar | 3T | 3R | 39T ..

Fig. 22. Concept of prediction shadow
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The adjoining figure shows the information of predictions and shadow
when a user has typed 311. The highlighted words show the words that
are predicted and get the privilege to be displayed in the prediction
window, whereas the subsequent 3 words shown lie in shadow.
Shadow consist of all other words which are not displayed in the
prediction window. These words and their frequencies are used from
the corpus [Note 1] used in the study. The frequency of the prediction
window and the shadow are also shown in the adjoining figure.
Percentage of corpus covered in the prediction window and percentage
of corpus in shadow is highlighted.

The next three figures also shows similar data for the input words =T, &1
and U respectively.

Note 1: Here the corpus is Swarachakra corpus, which can be found here[4].
The corpus contains 3,58,71,284 words with 17,34,282 unique words.
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Fig. 23. Prediction and shadow information if suis typed



Prediction Window Prediction Shadow

@A™ | | AR AW AR ..

Frequency | 3,37,670 25,314 25,077 14493 10,856 7.544

Relative | 660941 0,00070 0.00069 0.00040 0.00030 0.00021

frequency
e _ (AL (5 - o M | -
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Fig. 24. Prediction and shadow information if 7 is typed

Design of Predictive text input method for Swarachakra Marathi

Frequency
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frequency

Frequency
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frequency

350000
300000 —
250000
200000
150000
100000
50000
0

T

Prediction Window

334,001 76,197

0.00931 | 0.00212

s B

Prediction Shadow

BH | BRU | BA | BBl

50,204 | 30,095 | 20,090 10,81

0.00139 | 0.00083 0.00056 0.00030

3,88,418
0.01082

45.75%

Total Number of unique words
starting with T in shadow

& Carall Lol BB

Fig. 25. Prediction and shadow information if @1 is typed
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Prediction Window Prediction Shadow

Up | Uhl @ Upgl UpgH | UhYg | Udhd

Frequency  10,54,65 22,490 12,800 11,294 | 10,205 3,693

Relative ' 560794 | 0.00062 0.00035 0.00031 0.00028  0.00010

frequency
. S . I _,/’- S~ e
4 T e —
Frequency 1,40,755 1,25,627
Ratative 0.00392 0.00350
frequency
52.83% 47.16%
120000 —
100000 - Total Number of unique words
80000 starting with U in shadow

60000
40000
20000

0

TdH  Uhl URqgl UdhcH Uhd  UTHF

Fig. 26. Prediction and shadow information if ©is typed

It can be seen that the words in the prediction window are not
significantly high than the shadow. User typing a word from the
shadow and not from the prediction window is highly probable. So,
we speculate, n-gram prediction will make prediction window more
significant and predictability of the system will go high.

However, in the current scope of the project, using concept of
prediction shadow for better predictability is dropped.



Building conceptual model of the prediction system:

The user does not know which words will be predicted by the prediction
system. If there is a word which has never been predicted by the
system and will never be predicted, user still looks for the word in the
prediction window as it seems to be frequent enough. Over the time

he builds a conceptual model of words which are predicted and words
which are not. Then after, he won't look into the prediction window to
check prediction of the word which he doesn't expect to be. This is an
expert behaviour and comes after several typing hours. For example, in
the example below, a user who is new to prediction will look for all the
predictions if he had to type these both statements. But, over a period,
an expert user won't look for “HTeigras” in prediction window. He will
straight away type it. Even if that was predicted. Because, till then

user has an understanding of cost of the looking for a prediction in an
uncertain space to actual effort needed to type without prediction.

3ituer dael g@Eol YiTa

ST 19T WGP 51T &
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9. Redefined Brief

The project aims to build a predictive interface method
for Swarachakra Marathi. After understanding various
linguistics, algorithmic and interface problems of a
prediction mechanism for an Indian language on Smart
phones. A novel interface is created to solve specific
problems a user faces. The problems to solve and test
for these project are:

1. Shift of attention problem.
2. Longer time taking and still uncertain conceptual
model of predictive mechanisms.

The target audience for this project will be mainly
intermediate and also expert users described in above
section.

33



34



10. Initial Design Ideas

1.

Bringing the standard prediction window from top of
the keyboard to chakra.

In this idea, the aim was to minimise the shift of attention
problem. The prediction bar from the traditional top
position was brought to position just above chakra in
Swarachakra. User generally tend to type without looking
at the editor box. This idea, helps user do that. He doesn't
have to look at the editor box and select predictions right
near the characters.

Limitations:

1. Selection of predicted words:

Coming out of the chakra and selecting predictions is not
intuitive.

2. For Intermediates, selecting these predictions might
result in extra keystrokes. The cost of selecting prediction
might go higher than the cost of actually typing out the
word.

) Uttarakhand CM'’s secretary Mohd Shahid

R HES a7

Fig. 17. Design Idea 1 | Bringing the standard prediction window from top
of the keyboard to chakra
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’ < §650003 @& €\ < §650003 @ N i
Gesture typlng for Swarachakra 4 airtel Hello Tune Dhamaka ! airtel Hello Tune Dhamaka
Offer! Payein 50% tak ka Offer! Payein 50% tak ka
It has been proven that shape typing boosts typing discount apni manpasand Hello discount apni manpasand Hello
. . Tune par. Call 578785(tollfree) Tune par. Call 578785(tollfree)

speeds for English. There are keyboards for Indian LOVE TIPS, call 56789(tollfree) LOVE TIPS, call 56789(tollfree)
languages which also uses similar gesture typing. . PMD

This design idea tries to extend and use the way
user selects matras from the chakra. Here, the user
will select a particular matra of a character to form

a swarachakra unigram’, once user selects a matra,
next swarachakra unigrams considering the previous
unigram will be predicted around the chakra as
shown in image [Fig. 18]. Once user selects one of
the predicted swarachakra unigram, next predictions
will appear in the previous chakra. This will continue
to form a word. At any point if a user doesn't find

a relevant prediction, he can release the flow. Flow
will again start after the user types the intended
character. The flow of gestures of a user to form a
word will be as shown in image [Fig. 18].

Swarachakra unigram is formed by a consonant and a vowel
modifier like @1 is a swarachakra unigram which is formed from =
and.

Fig. 18. Design Idea 2 | Gesture typing for Swarachakra

36



Limitations:

1. Selection of predicted characters:

Predicted characters are placed on the periphery of
swarachakra. User needs to select a character from the
prediction. The interaction to select the character is a pain
point. User makes a gesture from inner circle to outer, to
know that the user’s intention is to select the character
he is hovering on right now, a delay must be introduced.
As there is a probability that the user is still making the
shape and not on the final character and is just waiting on a
character to read the other predicted characters but system
might consider it to the intended selection and push the
new chakra. This is an error case.

2. No Error correction: If a user commits an error while
typing as mentioned in point 1, for user to come out of it,
he/she has to erase the previous selection and type again.
There is no way he/she can come out of the error in the
flow. This decreases the typing performance of the user.
3. The delay introduced for making the selection, also
hinders the typing performance.

4. The thought behind this idea was to build something
analogous to flow or gesture in English. But the idea for
english works, as the user swipes over keys, which are
known and are in their muscle memory. Whereas, here the

prediction position of characters is not known, a character
appearing at one position might appear at some other
based on the pre typed text.

5. For Beginners, This prediction might help as they anyway
hunt for the next character on keyboard. This will reduce
their hunting time. But for intermediates and experts, they
will have have to look and scan the entire prediction list for
every selection. In turn also hampers typing performance.
6. Thumb problem: User's thumb on the character will also
make reading the predicted characters difficult. He cannot
move his thumb, because if he moves his thumb, that might
push a new predicted character chakra which a user don't
want in the case.
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3.

Next word highlight

This idea tries to solve the problem of Novice users. Novice
users have problems discussed in section [Understanding
Users]. They usually hunt and pick the alphabets from
keyboard. They are so overwhelmed with keyboard itself,
adding new concept of prediction and asking them use
prediction will put a huge cognitive load on them. For
these set of users, this predictive interface predicts the
next probable alphabets provided they have selected one
or many alphabets. In this way, the hunting activity on the
keyboard for next key will reduce. It can compensate for
a smaller prediction window and include highlights from
shadow. As an when user selects the predicted character,
based on the typed text predicted words are predicted in
the traditional prediction bar.

Limitations:

The important limitation of this idea is when a user wants
to type something, he types a character and the next
intended character is not highlighted. Then there is strong
visual disturbance of the predicted characters and finding
the intended character becomes more difficult.
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Fig. 19. Design Idea 3 | Next word highlight



4.

On Key Prediction

This is a concept in which the predicted words are shown
on the key itself instead of the top bar. If a user selects

a character, predictions provided that character will be
predicted on respective keys. Here, If the prediction is not
the there, then still user’s eyes has to traverse to the next
character he wants to type. Now, he can visually see if
the prediction is there. If the word is predicted he selects
it there itself, else he presses the next alphabet key. This
prediction technique will help all kinds of user.

Limitations

1. It cannot handle the scenario when multiple high
frequent words lie on the same key. As there is only one
prediction per key

2. Prediction of long words on adjacent keys will create a
problem.

= o 0] @ 2 @, 44% B} 5:00 PM

< §650003 @ N i

airtel Hello Tune Dhamaka
Offer! Payein 50% tak ka

T t discount apni manpasand Hello
i N [ l Tune par. Call 578785(tollfree)
I ol \ LOVE TIPS, call 56789(tollfree)
o AD
a

Fig. 20. Design Idea 4 | On Key Prediction
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5.

Prediction using multiple single keystrokes EnG

wi [ & Q.0 1% 3 5:32 PM

Users taps on the keys present in the desired word. For
Novices, this prediction text entry method helps as it
takes of the language rules which they are struggling with.
Prediction algorithm will take care of all their errors. For
intermediates and experts, it helps in increased typing
speed. —

3+ =3HTg, 3§
3+ § +d = 3Med, 3T Bl - T
§ +d =g1d, &l

o

2 4 A § 8 o ¢ 4

Fig. 21. Design Idea 5 | Prediction using multiple single keystrokes
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11. Design Approaches

The approaches which emerge out of the observations seen
above are:

Predict Less Approach

As observed above, conceptual model making of a predictive
system is something which requires several hours of typing.
Having a correct conceptual model of which words will be
predicted by the predictive system is an expert behaviour.

Even after you become an expert for a keyboard and have a
conceptual model of predictions, there is still a small bit of
uncertainty of the predictions. Thresholding the corpus, words
having frequencies beyond this will be only predicted. This will
try and remove the uncertainty parameter of pre diction system.
User can create conceptual model of the system faster.

Problems involved in Predict less approach:

By this approach we try to build a muscle memory of most
frequent words. So, a particular word will appear at a specific
position. That means, the prediction will be static and will not
depend on the context of message. Static prediction will have
its own set of limitations. Static predictions cannot comply to
regional variance of dialects of a language. As static predictions
does not consider personal corpus of the user, the previous
words typed in a statement, they are non-contextual and non-
smart predictions.

Prediction which enables inflection (N-gram Approach):

As we saw, most Indian languages are agglutinative. Marathi is case for
the project, it is an agglutinative language. Many inflections are possible
from a part of the word. For example, in the picture below, a word
IR have ERT + =T + @leil. We can see in the example, with T as
suffix so many infections are possible.

RGN = T +TT + @reir
fafesar +TAT + |

FHzar AR

EIC] Y

qrér

3Td
CRETS

In this approach of prediction, we use this property of language, and
instead of predicting the entire word, we predict each n-gram. So,
based on the character typed, only the n-gram would be predicted.
Then, provided that n-gram, next n-gram would be predicted. By this
way, we can reach out to more corpus and the predictability will go
high.
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Prediction Chakra Approach

This is a new interface design approach for prediction for
Swarachakra. As, in swarachakra, we press a character and all the
vowel modifiers of that character appear in the chakra. Prediction
Chakra is an approach similar to this, in which we show the
predictions in a chakra to maintain continuity. Also, prediction
chakra should pushed on the keyboard itself, as it should account
for the shift of attention problem. In this approach, user should
be able to type and select predictions with seldom looking at

the editor. We speculate, this approach will increase typing
performance.

Predict complete words

Extra space keystrokes: It has been observed that large number
of the corpus is covered by spaces. To reduce this keystroke of
space, most of the predictive systems predict entire words.
Using the same prediction model of English: Most of the
prediction mechanisms in Indian languages are borrowed from
English. As for English, mostly frequency based complete word
prediction is used. We use the same method.

Corpus is in that way: As the corpus we have for Indian languages
does not have information about morphology and inflection.
Severe language processing of corpus needs to be done to get a
corpus which is language sensitive.
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12. Design Ideas

Based on these approaches, various combinations of approaches can
be a solution to the problem. The following section describes these
combinations and identify which will work best for the problem defined
within constraints.

The components used in the design ideas are explained below

Traditional prediction bar:
This is the prediction bar which is displayed on top of keyboard.

3¢ T 5§ I F T U 33

Fig. 27. Traditional prediction bar
Source[21]

N-gram prediction:

This is type of prediction in which we don't predict complete words,
instead predict n-grams of the word as discussed in section [Design
Process Il | Towards solution].

Complete Word Prediction:

This is an approach which is used traditionally, in which we predict the
entire word based on the user input.

Prediction Chakra as prediction window:
This is an interface of prediction window in which predictions are
displayed in a chakra similar to swarachakra.

Fig. 28 Prediction chakra

Entire Corpus:
Here by entire corpus we mean considering the entire corpus available
for prediction

Less Corpus:

Here the corpus is thresholded to the pre-decided corpus and this
corpus is used for prediction.
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The three major considerations to iterate upon design ideas were,
When to predict? How to Predict? and How much to predict?

Based on these considerations, the following questions are possible:

What to predict? Where to predict? How much to predict?

Complete word
N-gram
Traditional on top of keyboard

Prediction Chakra
Entire corpus

Thresholded corpus

of each other. Answers to these queétions can be combined in different
ways to arrive at a solution. There is no intuitive way to know which
combination may work.
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Following are the various combinations based on the above questions:

1. N-gram prediction, Traditional way of displaying prediction and
using entire corpus:

Here the number of keystrokes required to type in a word is increased
than that of traditional complete word prediction. For example, in case
of greTeRedld, user has to select 21T first, followed by &R and then &&id,
where instead he could have selected gfigraRedld in one stroke. Hence,
the number of keystrokes go high. But on the other hand this increases
predictability. Probability of getting SiEraredldd when T is typed is low
than getting it if the typed text is SisIar. Here for this approach, the
speculation is using the traditional prediction window will make more
sense, as the predictions will be appearing sequentially. So, user has
to just tap and select the next predictions. If the word is not predicted
completely, No space should be appended. Hence, extra keystroke of
space user has to perform.

2. N-gram prediction, Traditional way of displaying prediction and
using thresholded corpus:

The problem of shift of attention can be solved but with an assumption
that the user has formed conceptual model of predictions as the
corpus is small and hence he/she won't look for predictions which he/
she is sure won't be predicted. So, they don't have to dodge between
keyboard and prediction window. As the number of words in the corpus
are less, there is a chance that user builds a muscle memory of the
position where the prediction will appear. This might boost the typing
performance of user.



3. N-gram prediction, Prediction chakra for displaying
prediction and using entire corpus:

In in this approach, the predictions are appearing in the
prediction chakra as shown in [fig. 28] To call the prediction
chakra, user has to drag from a character outwards in
swarachakra. Once, he crosses a threshold the prediction chakra
will be called and the predictions of that character will be shown.
For n-gram prediction, the user has to drag and see the predicted
n-grams, select one and again drag and see the next predicted
n-grams (Drag and see, drag and see, drag and see). Speculation
is this is not a right paradigm for n-gram predictions, as the user

after getting one prediction has to just select the next predictions.

So, the n-gram prediction does not make much sense hereis a
speculation.

4. N-gram prediction, Prediction chakra for displaying
prediction and using thresholded corpus:

Again here, as mentioned in above the approach would be Drag
and see, drag and see, drag and see. The idea of predicting less
corpus was to build a conceptual model of predictions in user’s
mind and getting the predictions in the muscle memory of users.
Remembering the prediction position and getting it into muscle
memory is a bit difficult as the n-gram prediction would be highly
dynamic for Marathi (being an agglutinative language). The
position of an n-gram might change depending on the previous
n-gram.

5. Word prediction, Traditional way of displaying prediction
and using entire corpus:

This is the default model which is used by all current predictive
systems. The problems with this model are already discussed in
section [Understanding problem]

6. Word prediction, Traditional way of displaying prediction
and using thresholded corpus:

In this approach, as we are using thresholded corpus, the problem
of shift of origin might be solved and having a muscle memory of
frequent words also might be possible as discussed in 2nd design
idea mentioned above. The predictions would be static.

7. Word prediction, Prediction Chakra for displaying prediction
and using entire corpus.

The problem of shift of attention due to visual discontinuity might
be solved as the prediction is happening right on the keyboard.
Whereas, entire corpus still brings that uncertainty component up
and building the conceptual model of predictive system will be a
problem. Entire word prediction makes sense in prediction chakra
paradigm as the user will be making a gesture to select a word.
Whereas, as the entire corpus is included getting the prediction
into muscle memory would be a problem.
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8. Word prediction, Prediction Chakra for displaying
prediction and using thresholded corpus.

This approach will have the advantages of word prediction
and prediction chakra as mentioned above in point 7, but also
will help to build fast conceptual model and users can have
predictions stored in their muscle memory. So, users will store
gestures of frequent words.

46



13. Final selected concepts

Comparing the combination of approaches mentioned above.
The final idea which within constraints which will be designed
and developed was to use a Prediction chakra approach with
thresholded corpus and complete word prediction. We address
the the shift of attention problem by predicting right there on
keyboard where user is typing.

By predicting less , we thresholdize corpus to most frequent

top 1000 words which covers almost 50% of the corpus. One
can always argue on the fact that, prediction system should
predict what user wants and he/she might be wanting a word
from other 50% of the corpus. But is selecting the word from
the rest 50% of the corpus account for the cognitive toll. There
are multiple ideas behind this design decision one is to help
users build this conceptual model fast. Less words in the corpus,
hence less uncertainty. The other is to make the predictions go
in the muscle memory of users. As the idea is to keep predicting
specific word at specific position. User will over the time have a
muscle memory of that word. This will reduce the hunting of the
predicted word. In turn will improve the performance.

As discussed in above section, the speculation is for prediction
chakra paradigm, entire word prediction is a better approach. Of-
course, we cannot say it with any confidence without evaluating
the idea.

Interface Details:

When a user taps on a consonant, he drags to the vowel modifier
to attach a modifier. If a user further drags his finger and crosses
a predefined threshold, predictions of that swarachakra unigram
= consonant + vowel modifier will be displayed in the prediction
chakra. There will be 3 predictions in the prediction chakra as
shown in figure below.

If a user goes to the prediction chakra and discovers the
prediction is not relevant, he can simply release his finger or drag
further. By this, the original Swarachakra unigram will be selected.
No space will be appended if user does not select prediction. If a
user selects prediction, an automatic space will be appended to
the selected text from prediction.
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If there was no relevant prediction in the first place, user can also try
the prediction on further characters of word. The predicted list will be
sorted and predictions of words provided the previously typed text will
be shown in prediction chakra.

For example, if AaRTis the word a user wants to type, after typing f if
the word is not there in the prediction window. User can type the next
character @ and trigger the prediction chakra of .

If a swarachakra bigram which a user selects lies in the left half of the
chakra, the predictions will appear in right half and vice versa as shown
below. This is to account the visual obstruction caused by the finger
when you select a matra.

Selection in
this half !

v Selection in
- this half

Fig. 30. Prediction chakra of keys based on the direction of selection

As the corpus is thresholded, there will be instances where there is no
prediction in the prediction chakra.

For the keys which are at the bottom of the keyboard as shown

in image below[Fig. 31]. If the selection is in the lower half of the
swarachakra, then the predicted words won't appear the way shown
before, but the predicted words in the prediction chakra would be like

A5

P
/

Selection in )

this halff  —

prediction 2

of @

prediction 3

prediction 1

q
(o
4
Ll
o

Prediction chakra of bottom
keys

Special case of bottom keys

Fig. 31 . Prediction chakra of special keys
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The images below are few screenshots of the interface developed for this project. The red mark shows the position when the prediction chakra

be seen. From images you can see, if the user drags his finger from a matra, beyond a pre-defined threshold prediction chakra is called. The
immediate adjacent screenshot shows the prediction chakra for the selection. As, you can see, there are few instances where there is no prediction
in the chakra. This is because of thresholded corpus.

< nl\lew mes. & X 1§ £ nl\lew mes. & X & < nl\lew mes.. & X & ( nl\lew mes.. & X
To 4+ 7 -+ To + 71 o

0160 0/160

Fig. 34 (a) . Screen-shots of prediction interface
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Fig. 34 (b) . Screen-shots of prediction interface
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Fig. 34 (c) . Screen-shots of prediction interface
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Fig. 34 (d) . Screen-shots of prediction interface
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14. Limitations of Design

1. Words with no matras (vowel modifiers) won't be predicted .
2. For extremities, calling the prediction chakra is a challenge as shown
in diagram below.

The chakra pop-ups at various extremes are shown below. The
extremes of the keyboard are-

T

TTEH HTIS H17

Fig. 32 . Keys with error cases

The regions for which the prediction chakra is difficult to call are shown
in the yellow region in image [Fig. 33]

Fig. 33 . Error cases
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Here are the all the characters, prediction of which cannot be called
with current interface.

EY Gl f& &
& r fir Sf
2 3 for oft
& @ f il
b G fir #
g 3y fr =t
§ o far &t
El Ell H E

El T g

3 k! 4

q ) 3

Table 1. List of alphabets predictions of which is not possible

The corpus coverage of these letters in words is found and described
next. If the letter is present at the end of word, it is excluded as the
prediction is not expected at that point. As, user must have already
typed the entire word till then. Frequency count and the relative
frequency is found for all these cases and described in the table below.

56

Frequency Relative Frequency Relative

frequency frequency
£ 15,911 0.0004435 | @& | 2,51,452 | 0.0070098
& 6,339 0.0001767 | =t 17,840 | 0.0004973
E 589 0.0000164 | @ 23,770 | 0.0006626
a 3,244 0.0000904 | @ | 1,54,060 [0.0042948
g 40,791 0.0011371 | o | 1,04,867 |0.0029234
] 1,590 0.0000443 | 76,300 | 0.0021270
g 230 0.0000064 | ¥ 1,776 0.0000495
El 97 0.0000027 | 280 0.0000078

Table 2. Alphabets with their respective frequency and relative frequency

Frequency Relative Frequency Relative

frequency frequency
f& 893 0.0000248 | =t 1,578 0.0000439
fr 4,772 0.0001330 | Sf 5,476 0.0001526
for 24,862 0.0006930 | ©ft 53,553 [ 0.0014929
= 2,94,387 | 0.0082067 | =t 68,589 [ 0.0019120
i) 2,67,480 | 0.0074566 | ¥t 79,125 | 0.0022058
& 2,43,013 0.0067745 | =it 67,429 | 0.0018797
far 12,332 0.0003437 | &ft 4,181 0.0001165
S 1,60,566 0.0044761 g 2,49,950 | 0.0069679

Table 3. Alphabets with their respective frequency and relative frequency




Frequency | Relative Frequency Relative Frequency | Relative
Frequency Frequency Frequency
3 614 0.0000171 | & 83 0.0000023 | § 204 0.0000056
5,630 0.0001569 | 4 835 0.0000232 | 4 2,222 0.0000619
3,27,834 | 0.0091391 | & | 1,77,037 | 0.0049353 | 3 | 3,43,782 | 0.0095837

Table 4. Alphabets with their respective frequency and relative frequency

The total frequency count of these letters from the above table is
30,95,563 out of the total corpus which contains 3,58,71,284. This
contributes to 8.629% of the total corpus. That means, the current
prediction mechanism cannot predict these 8.629% of the words.

This 8.629% is not a true number. It is not the case that these 8.629%
words will never be predicted by the system.For example, consider
TIRTE, as it starts =0, it will be listed in these 8.629% words of not
prediction. But after =T user will type T and this word can be predicted
there as well, in the predition chakra of 31. So, there will be lots of words
out of these 8.629% which the system can still predict even after having
= or any other error position in it.

As these above mentioned key positions are one of the limitation of this
design. The other very important one is words without having matras.
Words starting or having consonant in it cannot be predicted by this
design.

For example, #7@ can never be predicted by this design as this word
has all the consonants. But, wam can be predicted, not at the first place
because consonant & cannot trigger prediction but =t can trigger as

it has consonant. So, calculations should be done to find out what

percentage of the words having just consonants are not getting
predicted by this design.

Another important thing to consider before calculations is words
starting with just a consonant, only the words which will be in
prediction window should be considered, as the words in the shadow
are anyways not predicted. This applies to all the consonants present at
second, third upto (n-1)th place (n is length of the word).
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1S5. Evaluation

A within subject evaluation was conducted with 5 users. Experiment typing complexity were included. The phrases are included in
was designed to test 3 keyboards, Swarachakra with predictions the appendix. A tool designed by Swarachakra team tool was
in prediction chakra and with less predictions (corpus coverage of used to capture various data like CPM, Accuracy, Edit distance,
47.33%), Swarachakra with predictions in prediction chakra and with keystroke logs and time stamp.

more predictions (corpus coverage of 79.88%) and Swarachakra without
prediction. Out of 5 users, 2 were expert users of Swarachakra without
prediction, 1 was intermediate user of Swarachakra and 2 were novices.

The primary objective of the experiment was to test which keyboard
among the three performs best. User typing accurately and faster
implies better performance. Will prediction will even work for
Swarachakra?

More specific goals to test of the experiment were as follows:

*  Will Prediction improve typing speed on Swarachakra?

*  Will predicting less words will help in faster building of conceptual
model of predictive system?

Evaluation Protocol

Each user had 3 attempts of each keyboard. In each attempt, s/he

underwent 4 sessions of typing. In each session, user typed 20 phrases.
The phrase selection was done in such a way that words with different
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16. Results

Every user attempted each keyboard thrice. In every
attempt, user underwent 4 typing sessions. In all, every user
underwent 12 typing sessions for each keyboard. Average
CPM of each session was calculated. A two-way Anova was
performed on the data gathered from the experiment. Below
Figure 16 shows the Estimated Marginal Means of the CPM
versus sessions for all users. The graph shows the Estimated
Marginal Means for all the three keyboards.

Estimated Marginal Means of MEASURE_1

70.004

2
2
i

8
8
i

It can be seen from the Evaluation that Swarachakra without
prediction performed best among the three keyboards.
Swarachakra with Less prediction performed better than
Swarachakra with More prediction. The typing performance
of users on all three keyboards is increasing as they are
typing more. Few users from user testing were Expert users
of Swarachakra. In the expert behavior it was observed that 30,001
users tend to not look at the predictions at all. Probably this T T A TR T N T [ A T |
is one of the reason for the poor performance of predictive session
keyboards over non-predictive in evaluations because of . -

. . 1. Swarachakra without Prediction
which the evaluation data must have been skewed. 2. Swarachakra with Less Prediction (47.33%)
3. Swarachakra with More Prediction (79.88%)

Estimated Marginal Means

g
1

Fig. 34 . Performance of keyboards measured in CPM across sessions

61



62



17. Conclusion

It was observed that Swarachakra without prediction performed
best over other predictive Swarachakra keyboards. However, we
speculate few reasons for the same. Few users in the evaluation
were expert users of Swarachakra, which resulted in skewing of
data. Also, the prototype used needed more refinement in terms
of development, this might also be a potential reason for poor
performance.

The future path of the project would be, screening of novice users
for evaluation, as they all will be equally new to Swarachakra and
prediction. This screening of users will reduce the data getting
skewed in the evaluation. Because of the academic limitation

of time for the project, the solution was evaluated for 3 days.

The evaluation should be conducted for a longer duration as
conceptual model building of the predictive system even of the
thresholded corpus will take time. Even to test that predictions of
most used words in muscle memory will take considerate time.
The hypothesis can be tested only by a longitudinal evaluation.
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19. Appendix

Phrases for Keyboard having Lesser Predictions

fomofl #vd g o
faeil des APl

SR ST et S

q BT AT

3[4 Tl Udd gscl
PIBIPIB] BIYH Tl ¥

qTaATeT YHid Wb W GIEid
AR YR 718 diefd 30

Y& Hell Bl ey e APTel
RRfgd 3meft Fav afgd Tmema
PR I AgH HIAL IRl
&g &a 3nfor & A

T fAT &8 WIARATAT 9T

Phrases for Keyboard having No Predictions

ST IPhTad J-edl I1d

1 91 feadl

I &1 fead 3med

HeTl 21S gTof} &dT &l

09 STqUT B3
IR f3d 318
3TSAUT 3HTE AT el

TR WD By 3Ted
IIIITAT i WS W ardid
fdea fedrret I SPm

d A1 BIdH P& AT

BRI HBHT AT IBdT

TSI B 3Tl ot Jaoell aldl
Y AR 3T g91d
eRTAT 8T gdd Ple!

S¢ HTHTAT AR HE H& TPl
UR4Y EREId 313> S9ai! 3Ted

TRTSY g1 A1eT TG 89b g
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Phrases for Keyboard having More Predictions

QU] AT DIUT Tl

gdd 38l cllel ofled Il
q ®eft 3me

) At 191 T STfded
HIhSM Vdal AT dis
39T & Tt

2Y9ey UiHId arstdi ¥

&Td e1ddT 49 Blefdd
Slid 3731 IR BT 2RAY
i1 9Te ard erel

deTATS] STHHT JSATdaT hRH]

TR 1d Haomadd

TRIY ERET ST el 3
FERIRET HTE FP(TY Mol

ek Ay wf fegd A

IR G Dlas! 31 IRT A0 HATEAl

QQIQI IR JHRTH UTHhH = SATedl

These were the phrases used during evaluation for all the three
keyboards. Phrases with different complexities were selected for
the evaluation.



Words Word | No. of Words (1= word predicted and O = word not predicted)
Count |[words
Predicted
qUT ST I Ecil qu] TaTd HI0T gl
Prediction gall
after
4 1 0 1 0 0
gdd 38! dTe oTel oT gad £l Gl e el
Prediction gd
after
5 1 1 0 0 0 0
q Pl e d Bl e
Prediction q
after
3 1 1 0 0
TRY B HI7 H SATfIe 3K hef Ehl T Sifae
Prediction |
after
5 1 1 0 0 0 0
HIBSH Plact A9 dig BICeE] Sraa A9 dig
Prediction B
after
4 1 0 0 1 0

Table 5.

Truth table of phrases used for evaluation of keyboard with More predictions
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37901 H@ TeATd 317qoT GTonl 3TerTd
Prediction ATl
after
0 0 1
2Yey YHid arsidl ¥ ayey qrid CIE Gl Ky
Prediction kY
after
0 0 0 1
&I STadl 9% Brefdd 81 Sradr 99 Brefdel
Prediction gl ol ad1
after
1 1 0 0
Prediction ar
after
0 0 1 0
7 311 arerd gt EIE | M arad gldl
Prediction i Bl et
after
1 1 0 1
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Table 5. Truth table of phrases used for evaluation of keyboard with More predictions




Prediction
after

STl 3TTIe 89 At dEHIEl | 3T eo)
Prediction 5 [EBIEIR] ISl 3
after
3 1 1 1
TSI BHST JATART BHH AWBId | BHE8H st
Prediction 5 GBI
after
2 0 1 (0]
Pgel el TR YR TR Pael e I
YsuIRd
Prediction 5 3 Gl
after
2 0 1 1
Prediction 7
after
0 0 0 0
pp— ; ; = . 7
Prediction 6
after
3 0 0 0 (0]

Table 5. Truth table of phrases used for evaluation of keyboard with More predictions
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RN TR ST3H a9l Hed IR TR 3 CRK]] 3ed
Prediction RN Sl 3
after
5 3 1 0 0 1 1
ARG QP11 Mo JauREl | ¥1G it Moy
Prediction Y oy
after
5 2 0 0 1 1
Prediction IR A1
after
5 2 0 0 1 0 1
IR AU Bl 3 aRT IR Ao CACC] 3 IR
3O JHHTAT
Prediction Bl CACE] R
after
7 4 1 0 1 0 1
GURY IR AR I35 I gURY R AR TS Ix
SATell
Prediction g gHT J&
after
6 4 1 0 1 0 1
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Table 5. Truth table of phrases used for evaluation of keyboard with More predictions




Words Word No. of Words (1= word predicted and O = word not predicted)
Count |[words
Predicted
ol HRd R R fRmoft B [SEI [SE]
Prediction Hd
after
4 1 0 1 0 0
fobdll 9o APTe faelt CLY AR
Prediction fb G Sl
after
3 3 1 1 1
STTaeY o1 et s EICH] o GICH] CR|
Prediction B
after
4 1 0 1 0 0
PERIEIR q Gl 38
Prediction Gl 3
after
3 2 0 1 1
1d I&al Gd uSel 1 T&al gd CEC]
Prediction
after
4 0 0 0 0 0
PIBTRISI BIYH fUsTeTl ¥ PlDIDIDBl | BIYH fosten 3
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Prediction
after
4 0 0 0 0 0
YRAUPIIILTAT
Prediction
after
1 0 0
AT SRI] PPRUTASRIS HIHTR CIREA PRI NENE
RIEIERER|
Prediction
after
6 0 ¢} 0 0 0
TEATT 3Tl I AT | 37T R
Prediction
after
3 0 0 0 0
SBIHTYRAT HTHT 37101 ATBIYRAT BHEIRAT | 7T foy ATBIYRAT
ISH
Prediction 3T
after
5 1 0 0 1 0

Table 5. Truth table of phrases used for evaluation of keyboard with lesser predictions
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Prediction
after
5 0 0 0 0 0
U531 It PIBUNTA ol aT- L] e PIBUNA GiGH
RCIGH
Prediction Gl
after
6 1 0 0 0 1
TR biel A fAsie elfer G plel A IEEKI]
Prediction PEIRIG]E
after
5 1 1 0 0 0]
Prediction
after
5 0 0 0 0 0
IR YRATY H1ST Siefd 3 IR AR LIE Sierg
Prediction HRAT LIE
after
5 3 0 1 1 0
q¢ HeAT BIel el G ArTedl Je el BIal BTl
Prediction 9 Hedl Ea|
after
6 3 1 1 1 0

Table 5. Truth table of phrases used for evaluation of keyboard with lesser predictions

75




wRfgd 3meft Fav wafed arend WRfgd el JR fgd
Prediction
after
5 0 (] 0 0 0
R G cigH! BeAed IRE! GED| ¥ gt Gt
Prediction
after
5 0 0 0 0 0
&d & 3710 & Ad ca ad for FH
Prediction ad 3T
after
5 2 0 1 1 0
g fIeT &8 WTdRaTdT 9T LI fore oS LCIGICI Gl
Prediction
after
5 0 0 0 0 0
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Table 5. Truth table of phrases used for evaluation of keyboard with lesser predictions




